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ABSTRACT

In this work, we address the problem how a network for
action recognition that has been trained on a modality like
RGB videos can be adapted to recognize actions for another
modality like sequences of 3D human poses. To this end, we
extract the knowledge of the trained teacher network for the
source modality and transfer it to a small ensemble of stu-
dent networks for the target modality. For the cross-modal
knowledge distillation, we do not require any annotated data.
Instead we use pairs of sequences of both modalities as su-
pervision, which are straightforward to acquire. In contrast
to previous works for knowledge distillation that use a KL-
loss, we show that the cross-entropy loss together with mu-
tual learning of a small ensemble of student networks per-
forms better. In fact, the proposed approach for cross-modal
knowledge distillation nearly achieves the accuracy of a stu-
dent network trained with full supervision.

Index Terms— Knowledge Distillation, Action Recogni-
tion, Transfer Learning, Cross-Modal Action Recognition.

1. INTRODUCTION

Action recognition is addressed in many works and in par-
ticular deep learning methods have been proposed for vari-
ous modalities like RGB videos [1, 2, 3, 4] or skeleton data
[5, 6, 7, 8]. Deep learning methods for action recognition,
however, require large annotated datasets. This poses a prob-
lem if the modality required for an application differs from
the modality of an already annotated dataset. While acquir-
ing data is usually not a bottleneck, annotating a dataset is
very time consuming. It is therefore desirable to transfer the
knowledge a network has learned from the already annotated
dataset to a network for the new modality.

For the cross-modal knowledge transfer, we assume that
we have already trained a deep learning model for action
recognition. This model is also called teacher network and
we aim to distill [9, 10, 11] and transfer the knowledge of the
teacher network to the student network for the target modal-
ity. For the transfer, we assume that we have paired videos of
both modalities that are not annotated. This assumption is not
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a constraint for most applications since acquiring videos with
two different sensors at the same time is straightforward.

In this work, we focus on the knowledge transfer from
RGB videos to sequences of 3D skeleton poses [12] since
skeleton and RGB data are very different modalities in terms
of data structure. To transfer the knowledge from the teacher
network to the student network, we propose a different loss
than the KullbackLeibler (KL) divergence loss, which was
used in [10]. Instead of the KL-loss, we propose the cross-
entropy for the transfer from the teacher to the student and
train not one student network, but multiple student networks.
Using an additional mutual loss for the student networks reg-
ularizes the transfer and increases the action recognition ac-
curacy on the target modality.

We evaluate the approach on the NTU RGB+D dataset
[12] using ST-GCN [6] and HCN [7] as network architectures
for the student network. The experimental evaluation shows
that the proposed approach outperforms an approach that uses
the KL-loss as distillation and that it nearly achieves the ac-
curacy of a student network trained with full supervision.

2. RELATED WORKS

There is a large body of works on action recognition from
3D human pose data [13]. More recently, most approaches
use either recurrent neural networks to learn spatio-temporal
features from sequences of skeleton data [14, 15, 12] or con-
volutional neural networks for classifying the skeleton se-
quences [16, 8, 17]. In [6], a spatio-temporal graph convo-
lutional network has been proposed to learn both spatial and
temporal features directly from the skeleton data. A convolu-
tional neural network is also used in [7] to learn co-occurrence
features. It combines different levels of contextual informa-
tion for learning co-occurrence features in a hierarchical man-
ner. Both raw skeleton coordinates and their temporal differ-
ences are used within a two-stream framework.

Knowledge distillation has been originally proposed to
compress ensemble classifiers into a smaller network with-
out any significant loss of performance [9, 10]. In [11], the
approach has been extended to compress large networks and
they showed that softening the softmax predictions of a net-
work by a high temperature conveys important information,
also called dark knowledge. Recently, knowledge distillation



Fig. 1: (a) The teacher network, which has been previously
trained for RGB videos, provides the supervision for the stu-
dent network for skeleton data. For training the student net-
work, unlabeled pairs for both modality and the cross-entropy
loss are used. (b) Instead of one student network, two or more
student networks can be trained together using mutual learn-
ing such that each student learns from the supervision of the
teacher as well as the other student. The red dashed lines de-
note back-propagation for the corresponding loss functions.

has been proposed for multi-modal action recognition. For
instance, [18] use a graph-based distillation method for ac-
tion recognition that is able to distill information from mul-
tiple modalities during training. Similarly, [19] proposed a
multi-modal action recognition framework that uses multiple
data modalities at training time. While these works analyze
if the networks can be better trained using full supervision if
additional modalities including the modality of the test data
are available during training, we address the problem if the
modality of the annotated training set differs from the modal-
ity of the test set. In [4], a 3D convolutional neural network is
initialized by transferring the knowledge of a pre-trained 2D
CNN. Cross-modal distillation has been also used for other
tasks such as object detection [20], emotion recognition [21],
or human pose estimation [22].

3. CROSS-MODAL ACTION RECOGNITION

For cross-modal action recognition, we assume that a teacher
network has been already trained on RGB videos. We now
aim to train the student network for another modality, namely
sequences of 3D human poses. For training the student net-
work, we use pairs of RGB videos and human pose sequences.
The pairs are not annotated and were therefore not part of the
training data for the teacher network.

3.1. Teacher-Student Network

The training of the student network is illustrated in Fig. 1(a).
The trained teacher network predicts for a training pair from
the source modality the target class probabilities, where the
vector of all class probabilities is denoted by PT. The pa-

rameters of the student network are then optimized such that
the class probabilities PS estimated by the student for the tar-
get modality matches PT. In [10], the KullbackLeibler (KL)
divergence has been proposed as loss for knowledge transfer
between two networks of the same modality:

KL(PτS,P
τ
T) =

∑
c

PτS(c) log
PτS(c)

PτT(c)
(1)

where PτS and PτT are softmax predictions of the student and
teacher networks both softened with temperature τ :

Pτ (c) =
exp( zcτ )∑
d exp(

zd
τ )
. (2)

A temperature value of τ > 1 produces a softer probability
distribution over the classes and has been proposed to avoid
overfitting [10].

3.1.1. Loss Function

In our experimental evaluation, we show that the loss func-
tion (2) is not optimal for cross-modal knowledge transfer. In
particular, finding an optimal τ is difficult and it strongly de-
pends on the student network. Instead, we propose to use the
cross-entropy loss

CE(PS,PT) = − log (PS(ĉT )) (3)

where ĉT = argmaxc PT(c). This means that the teacher
makes a hard decision and we use the class label estimated by
the teacher as supervision for the student network.

3.2. Mutual Learning

In the context of fully supervised image classification, [23]
proposed a deep mutual learning strategy. Instead of learning
a single network with full supervision, an ensemble of net-
works is learned collaboratively and the networks teach each
other throughout the training process.

We show that mutual learning is also useful for cross-
modal knowledge transfer. In this case, we train an ensemble
of K student networks together such that each network learns
to mimic the probability distribution of the teacher network,
as well as to match the probability estimates of its peers.
Our approach for cross-modal knowledge transfer with mu-
tual learning is shown in Fig. 1(b) for K = 2.

Since the students are applied to the same modality, we
can apply the KL-loss with softened temperature τ (1). The
loss functions LΘ1

and LΘ2
for the student networks with

parameters Θ1 and Θ2, respectively, are then given by

LΘ1 = CE(P1,PT) +KL(Pτ1 ,P
τ
2) (4)

and
LΘ2

= CE(P2,PT) +KL(Pτ2 ,P
τ
1). (5)



Noise% 0 5 10 14 20 25
Acc 78.50 73.20 72.58 71.51 69.70 68.01

Table 1: Impact of noisy labels during training on the clas-
sification accuracy of the ST-GCN model. The Student-Train
set is used for training and the Test set for evaluation.

The proposed approach can be extended to more student net-
works. For K students, the loss function for optimizing the
k-th student network is given by

LΘk
= CE(Pk,PT) +

1

K − 1

∑
l 6=k

KL(Pτk,P
τ
l ). (6)

4. EXPERIMENTS

We evaluate our approach on the large scale multi-modal ac-
tion recognition dataset NTU RGB+D [12]. The videos are
collected from 40 distinct subjects and contain 60 different
action classes. We use the RGB videos as source modality for
the teacher network and the skeleton data as target modality.
We adapt the cross subject evaluation protocol with 40,320
samples from 20 subjects for training and 16,560 samples
from the remaining 20 subjects for testing. To evaluate the
knowledge transfer, we divide the 20 training subjects into
two groups of 10 subjects each, resulting in the Teacher-Train
set for training the teacher network and the Student-Train set
for training the student networks. While the RGB videos with
class labels are used for the Teacher-Train set, the Student-
Train comprises pairs of RGB videos and sequences of 3D
human poses, but no class labels. We evaluate the accuracy of
the student networks on the pose data of the Test set. We use
Temporal Segment Networks [2] (TSN) as our teacher net-
work and use optical flow as the teacher modality. We use the
same hyper-parameters as in [2]. For the student networks,
we use the Spatio Temporal Graph Convolution Networks
(ST-GCN) [6] and the Hierarchical Co-occurrence Network
(HCN) [7] which both use the skeleton modality as their in-
put data. We train the ST-GCN model using two GPUs with
a batch size of 16 for a total of 200 epochs. All other hyper-
parameters are the same as in [6] and [7].

In order to analyze how much knowledge we can extract
from the teacher network, we evaluate the action recognition
accuracy of the teacher network, which has been trained on
the Teacher-Train set. On the Student-Train set, we obtain
an accuracy of 86%, i.e., the teacher network will produce
around 14% wrong labels during the knowledge transfer to
the student networks.

Next, we study the effect of noisy labels on the perfor-
mance of the ST-GCN network. To conduct this experiment,
we assign randomly wrong labels to a percentage of the train-
ing videos in the Student-Train set. We then train the ST-GCN
model on Student-Train in a fully supervised manner using
the noisy labels as ground-truth. Table 1 reports the action

τ 1 2 5 10 20 50
Acc 51.05 52.00 70.80 71.17 68.90 64.00

Table 2: Accuracy of the ST-GCN student network on the Test
set using the KL-loss with different values for the softmax
temperature τ .

#Students Method Accuracy Accuracy
(K) (supervision) (Max) (Average)
1 Full Supervision - 78.50
1 Teacher-Student - 71.17
2 Ensemble without mutual 71.93 72.32
2 Mutual Learning 73.20 73.60
3 Mutual Learning 73.60 74.22
4 Mutual Learning 73.30 73.50

Table 3: Impact of mutual learning and the number of stu-
dent networks K. In case of multiple student networks, we
combine the predictions of the student networks during infer-
ence either by averaging the class probabilities or taking the
maximum probability of each class. For the experiments, the
KL-loss with τ = 10 is used.

recognition accuracy on the Test set for different percentages
of noisy labels during training. 78.5% is the upper bound
that can be achieved by cross-modal knowledge transfer if
the teacher network is perfect since it corresponds to train-
ing the student network with full supervision. The accuracy
drops from 78.5% to 73.2% if 5% of the videos are wrongly
labelled. Given that the teacher network misclassifies 14% of
the videos on Student-Train, we can expect to achieve 71.51%
accuracy using cross-modal knowledge transfer.

Given some bounds for the accuracy that we can expect,
we now analyse the impact of the loss functions for the task
of cross-modal knowledge transfer. For the rest of the exper-
iments, we train the student networks on Student-Train us-
ing the teacher network as supervision and evaluate the action
recognition accuracy of the student networks on the Test set.
We first analyze the impact of the temperature τ for the KL-
loss (1). Table 2 shows that for τ ≤ 2, the accuracy is very
low since ST-GCN overfits on the Student-Train set.

We keep the KL-loss with τ = 10, but evaluate the benefit
of using more than one student network for mutual learning.
Table 3 reports the accuracy for mutual learning with multi-
ple student networks (last three rows). In this case, we obtain
an ensemble of student networks where the predictions are
combined by averaging the class probabilities (average). We
also report the results if for each class the highest probabil-
ity among all student networks is taken (max). The results
show that averaging performs better than taking the maxi-
mum. K = 3 gives the best accuracy and mutual learning
increases the accuracy compared to a teacher-student setup
as proposed in [10] by +3%. To analyze if the improvement



Loss # of students Accuracy
Full supervision - 78.50
KL 1 71.17
Cross-entropy 1 74.91
KL + Mutual 2 73.60
Cross-entropy + Mutual 2 77.83

Table 4: Results for the cross-entropy loss. For mutual learn-
ing, we average over the student networks. The cross-entropy
loss outperforms the KL loss reported in Table 3.

Loss # of students Accuracy
Full supervision - 80.60
KL (τ = 1) 1 74.40
KL (τ = 2) 1 74.90
Cross-entropy 1 77.40
Cross-entropy + Mutual 2 79.00
Cross-entropy + Mutual 3 79.50

Table 5: Accuracy of the HCN student network on the Test set
using different loss functions and varying number of student
networks.

stems from the ensemble model or the mutual learning, we
also trained two student networks without the mutual loss (en-
semble without mutual). The result shows that 50% of the
improvement is due to the ensemble and the rest due to the
mutual learning. It is interesting to note that mutual learning
already achieves a higher accuracy than training the network
with 5% of randomly assigned wrong labels (Table 1).

So far we have only used the KL-loss, but we have not
evaluated the proposed approach using the cross-entropy
loss (6). We report the results with the cross-entropy loss in
Table 4. Compared to the KL-loss, the accuracy increases
from 71.17% to 74.91% for one student network and from
73.6% to 77.83% for two student networks. While the second
term in (6) uses the KL-loss with τ = 10 for mutual learning,
we observed that the accuracy decreases if cross-entropy is
used for both terms. Compared to [10], the proposed ap-
proach improves the accuracy by +6.66%. Note that the
proposed approach nearly achieves the accuracy of ST-GCN
trained with full supervision.

In order to demonstrate that the proposed approach is in-
sensitive to the student network architecture, we also eval-
uated the accuracy of cross-modal knowledge transfer if we
use HCN [7] as student network. Table 5 reports the results
for the HCN model. For the KL-loss (1), we had to adjust
the temperature τ . While ST-GCN performs better for a large
value of τ as reported in Table 2, it is the other way around for
HCN since HCN is a smaller network which suffers less from
overfitting. For HCN, τ = 2 performs best and larger values
of τ actually decrease the accuracy. This shows that it is very
difficult to choose the hyper-parameter τ [10] in the context of
cross-modal action recognition. If we use the proposed cross-

Method Full Train Student-Train
Skeletal Quads [24] 38.62
Lie Group [25] 50.08
HBRNN-L [15] 59.07
Dynamic Skeletons [26] 60.23
PA-LSTM [12] 62.90
STA-LSTM [14] 73.40
ST-LSTM+TS [27] 69.20
Temporal Conv [16] 74.30
VA-LSTM [28] 79.20
ST-GCN [6] 81.60 78.50
Two-stream CNN [8] 83.20
HCN [7] 86.50 80.60
Cross-modal ST-GCN 77.83
Cross-modal HCN 79.50

Table 6: Comparison with the state-of-the-art for the cross-
subject protocol. Note that the numbers are not directly com-
parable since the other approaches are trained with full super-
vision on the entire training set. While our approach is trained
only on Student-Train and with less supervision.

entropy loss, this problem does not occur and it outperforms
the KL-loss. If we use mutual learning with two or three stu-
dents, the action recognition accuracy is improved by +4.1%
or +4.6%, respectively, compared to KL with τ = 2 [10].
Note that we still use τ = 10 in (6) and we found that (6)
is not sensitive to the parameter τ since the mutual loss is
computed only for the student networks, which have the same
network architecture applied to the same modality.

Finally, we compare our approach with the current state-
of-the-art methods for the skeleton modality on the NTU
RGB+D dataset in Table 6. Although our student networks
are trained on less data and with less supervision, they achieve
a higher accuracy than many other approaches that are trained
with full supervision on the entire training set.

5. CONCLUSION

We have presented an approach that uses knowledge distilla-
tion for cross-modal action recognition. The approach is able
to transfer knowledge from one modality to another modality
without the need of any additional annotations. Instead, pairs
of sequences of both modalities are sufficient for the knowl-
edge transfer. We evaluated our approach on a large-scale
multi-modal dataset using two different student networks. In
both cases, we showed that cross-modal knowledge transfer
achieves an action recognition accuracy that is very close to
fully supervised learning.
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