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Abstract. High annotation costs are a major bottleneck for the train-
ing of semantic segmentation approaches. Therefore, methods working
with less annotation effort are of special interest. This paper studies the
problem of semi-supervised semantic segmentation, that is only a small
subset of the training images is annotated. In order to leverage the in-
formation present in the unlabeled images, we propose to learn a second
task that is related to semantic segmentation but that is easier to learn
and requires less annotated images. For the second task, we learn latent
classes that are on one hand easy enough to be learned from the small set
of labeled data and are on the other hand as consistent as possible with
the semantic classes. While the latent classes are learned on the labeled
data, the branch for inferring latent classes provides on the unlabeled
data an additional supervision signal for the branch for semantic seg-
mentation. In our experiments, we show that the latent classes boost the
accuracy for semi-supervised semantic segmentation and that the pro-
posed method achieves state-of-the-art results on the Pascal VOC 2012
and Cityscapes datasets.

Keywords: Semantic Segmentation; Semi-Supervised Learning; Gener-
ative Adversarial Networks.

1 Introduction

In recent years, deep convolutional neural networks (DCNNs) have achieved as-
tonishing performance for the task of semantic segmentation. However, to achieve
good results, DCNN-based methods require an enormous amount of high-quality
annotated training data and acquiring it takes a lot of effort and time. This
problem is especially acute for the task of semantic segmentation, due to the
need for per-pixel labels for every training image. To mitigate the annotation
expenses, Hung et al. [14] proposed a semi-supervised algorithm that employs
images without annotation during training. On labeled data, the authors train a
discriminator network that distinguishes segmentation predictions and ground-
truth annotations. On unlabeled data, they use the discriminator to obtain two
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(a) Image (b) Latent Classes (c) Semantic Classes

Fig. 1. Our network learns not only semantic but also latent classes that are easier to
predict. The figure shows an example of latent and semantic class segmentation for an
image that is not part of the training data. As it can be seen, the learned latent classes
are very intuitive since the vehicles are grouped into one latent class and objects that
are difficult to segment like pedestrians, bicycles, and signs are grouped into another
latent class.

kinds of supervision signals. First, they use an adversarial loss to enforce re-
alism in the predictions. Second, they use the discriminator to locate regions
of sufficient realism in the prediction. These regions are then annotated by the
semantic class with the highest probability. Finally, the network for semantic
segmentation is trained on the labeled images and the estimated regions of the
unlabeled images. Recently, Mittal et al. [28] introduced an extension to [14] by
improving the adversarial training and adding a semi-supervised classification
module. The latter is used for refining the predictions at the inference time. Al-
though these approaches report impressive results for semi-supervised semantic
segmentation, they do not leverage the entire information which is present in
the unlabeled images since they discard large parts of the images.

In this work, we propose an approach for semi-supervised semantic segmen-
tation that does not discard any information. Our key observation is that the
difficulty of the semantic segmentation task depends on the definition of the
semantic classes. This means that the task can be simplified if some classes are
grouped together or if the classes are defined in a different way, which is more
consistent with the similarity of the instances in the feature space. If the seg-
mentation task becomes easier, less labeled data will be required to train the
network. This approach is in contrast to [14, 28] that focus on regions in the
unlabeled images that are easy to segment, whereas we focus to learn a simpler
segmentation task with latent classes on the labeled data that is then used as
additional guidance to learn the original task on the labeled and unlabeled data.
Figure 1 shows an example of inferred latent classes and semantic classes.

Our network consists of two branches and is trained on labeled and unla-
beled images jointly in an end-to-end fashion as illustrated in Figure 2. While
the semantic branch learns to infer the given semantic classes, the latent branch
learns latent classes and infers the learned latent classes. In contrast to the se-
mantic branch, the loss for the latent branch takes only the labeled images into
account. The purpose of the latent branch is to discover latent classes that are
simple enough such that they can be learned on the small set of labeled data.
Without any constraints this would result in a single latent class. We there-



Discovering Latent Classes for Semi-Supervised Semantic Segmentation 3

fore introduce a conditional entropy loss that minimizes the variety of semantic
classes that are assigned to a particular latent class. In other words, the latent
classes should be on one hand easy enough to be learned from the small set of
labeled data and on the other hand they should be as consistent as possible with
the semantic classes. Since the latent branch solves a simpler semantic segmen-
tation task, we use it as additional supervision for the semantic branch on the
unlabeled images. After training, the latent branch is discarded and only the
semantic branch is used for inference.

We demonstrate that our model achieves state-of-the-art results on PASCAL
VOC 2012 [8] and Cityscapes [6]. Additionally, we show that the learned latent
classes are superior to manually defined supercategories.

2 Related Work

The expensive acquisition of pixel-wise annotated images has been recognized
as a major bottleneck for the training of deep semantic segmentation models.
Consequently, the community sought ways to reduce the amount of annotated
images while loosing as little performance as possible.

Weakly-supervised semantic segmentation methods learn to segment images
from cheaper image annotations, i.e. pixel-wise labels are exchanged for cheaper
annotations for all the images in the training set. The proposed types of an-
notations include bounding boxes [16, 23, 31, 41], scribbles [25, 42, 43] or human
annotated keypoints [2]. Image level class tags have attracted special attention.
A minority of works in this area first detect potential object regions and then
identify the object class using the class tags [9, 32, 34]. The majority of ap-
proaches use class activation maps (CAMs) [49] to initially locate the classes of
interest. Pinheiro et al. [33,40] pioneered in this area and several methods have
improved this approach [1, 3, 4, 10, 12, 13, 17, 30, 37, 43–47]. A few works leverage
additional data available on the Internet. For example, [11, 15, 20] use videos.
While the works mentioned above mainly focus on refining the localization cues
obtained from the CAM, recently the task of improving the CAM itself received
attention [19,20,22].

Some of the works mentioned above consider a setup where some images
have pixel-wise annotations and the other images are weakly labeled. They com-
bine fully supervised learning with weakly supervised learning. Papandreou et
al. [31] proposed an expectation maximization based approach, modelling the
pixel-wise labels as hidden variables and the image labels or bounding boxes as
the observed ones. Lee et al. [19] introduce a sophisticated dropout method to
obtain better class activation maps on unlabeled images. Earlier, Li et al. [22]
improved the CAMs by automatically erasing the most discriminative parts of an
object. Wei et al. [47] examine what improvement in CAMs can be achieved by
dilated convolutions. Different from previous approaches, Zilong et al. [13] do not
improve the CAM but focus on refining high confidence regions obtained from
the CAM by deep seeded region growing. The semi-supervised setting without
any additional weak supervision has been so far only addressed by [14,28].
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Fig. 2. Overview of the proposed method. While the semantic branch infers pixel-wise
class labels, the latent branch learns latent classes and infers the learned latent classes.
The latent classes are learned only on the labeled images using the latent loss Llatent

that ensures that the latent classes are as consistent as possible with the semantic
classes. The semantic branch is trained on labeled images with the cross-entropy loss
Lce and on unlabeled images the predictions of the latent branch are used as supervision
(Lcons). Additionally, the semantic branch receives adversarial feedback (Ladv) from a
discriminator network distinguishing predicted and ground truth segmentations.

While learning an easier auxiliary task as an intermediate step has been inves-
tigated in the area of domain adaptation [7, 18, 24, 39, 48], it has not been stud-
ied for semi-supervised semantic segmentation. Moreover, using latent classes
to facilitate learning has been investigated for object detection [35, 50], joint
object detection and pose estimation [21], and weakly-supervised video segmen-
tation [36]. However, apart from addressing a different task, these approaches
focus on discovering subcategories of classes while we aim to group the classes.

3 Method

An overview of our method is given in Figure 2. Our proposed model is a two-
branch network. While the semantic branch serves to solve the final task, the
purpose of the latent branch is to learn to group the semantic classes into latent
classes in a data driven way as fine-grained as possible. While the fraction of
annotated data is not sufficient to produce good results for the task of semantic
segmentation, it is enough to learn the prediction of latent classes reasonably
well, since this task is easier. Thus, the predictions of the latent branch can then
serve as a supervision signal for the semantic branch on unlabeled data.
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3.1 Semantic Branch

The task of the semantic branch Sc is to solve the final task of semantic segmen-
tation, that is to predict the semantic classes for the input image. This branch
is trained both on labeled and unlabeled data.

On labeled data, we optimize the semantic branch with respect to two loss
terms. The first term is the cross-entropy loss:

Lce = −
∑
h,w,n

∑
c∈C

Y (h,w,c)
n log(Sc(Xn)(h,w,c)) (1)

where Xn ∈ RH×W×3 is the image, Yn ∈ RH×W×|C| is the one-hot encoded
ground truth for semantic classes, and Sc is the predicted probability of the
semantic classes. To enforce realism in the semantic predictions, we additionally
apply an adversarial loss:

Ladv = −
∑
n,h,w

log(D(Sc(Xn))(h,w)) (2)

Details of the discriminator network D are given in Section 3.4
On unlabeled data, the loss function for the semantic branch also consists of

two terms. The first one is the adversarial term (2) and the second term is the
consistency loss that is described in Section 3.3.

3.2 Latent Branch

In order to provide additional supervision for the semantic branch on the unla-
beled data, we introduce a latent branch Sl that is trained only on the labeled
data. The purpose of the latent branch is to learn latent classes that are easier to
distinguish than the semantic classes and that can be better learned on a small
set of labeled images. Figure 1 shows an example of latent classes where for
instance semantic similar classes like vehicles are grouped together. One of the
latent classes often corresponds to a stuff class that includes all difficult classes.
This is desirable since having several latent classes that are easy to recognize
and one latent class that contains the rest results in a simple segmentation task
that can be learned from a small set of labeled images. However, we have to pre-
vent a trivial solution where a single latent class contains all semantic classes.
We therefore propose a loss that ensures that the latent classes l ∈ L have to
provide as much information about semantic classes c ∈ C as possible.

To this end, we use the conditional entropy as loss:

Llatent = −
∑
l∈L

∑
c∈C

Pb(c, l) log(Pb(c|l)). (3)

The loss is minimized if the variety of possible semantic classes for each latent
class l is as low as possible. In the best case, there is a one-to-one mapping
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between the latent and semantic classes. The index b denotes that the probability
is calculated batchwise. We first estimate the joint probability

Pb(c, l) =
1

NHW

∑
h,w,n

Sl(Xn)(h,w,l)Y (h,w,c)
n (4)

whereH andW are the image height and width,N is the number of images in the
batch, Sl is the predicted probability of the latent classes, and Yn ∈ RH×W×|C| is
the one-hot encoded ground truth for the semantic classes. From this, we obtain

Pb(c|l) =
Pb(c, l)∑
c Pb(c, l)

. (5)

Obtaining the conditional entropy from multiple batches is in principle desirable,
but it requires the storage of feature maps from multiple batches. Therefore we
compute it per batch.

3.3 Consistency Loss

While the latent branch is trained only on the labeled data, the purpose of the
latent branch is to provide additional supervision for the semantic branch on
the unlabeled data. Given that the latent branch solves a simpler task than
the semantic branch, we can expect that the latent classes are more accurately
predicted than the semantic classes. We therefore propose a loss that measures
the consistency of the prediction of the semantic branch with the prediction of
the latent branch. Since the number of latent classes is less or equal than the
number of semantic classes, we map the prediction of the semantic branch Sc to
a probability distribution of latent classes Sl̂c

:

Sl̂c
(Xn)(h,w,l) =

∑
c∈C

P (l|c)Sc(Xn)(h,w,c). (6)

We estimate P (l|c) from the predictions of the latent branch on the labeled
data. We keep track of how often semantic and latent classes co-occur with an
exponentially moving average:

M
(i)
c,l = (1− α)M

(i−1)
c,l + α

∑
h,w,n

Y (h,w,c)
n Sl(Xn)(h,w,l) (7)

where i denotes the number of the batch. The initialization is M0
c,l = 0. The

parameter 0 < α < 1 controls how fast we update the average. We set α to the
batch size divided by the number of images in the data set. Using the acquired
co-occurence matrix M , P (l|c) is estimated as:

P (l|c) =
Mc,l∑

k∈LMc,k
. (8)
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The consistency loss is then defined by the mean cross entropy between the
latent variable maps predicted by the latent branch Sl and the ones constructed
based on the prediction of the semantic branch Sl̂c

:

Lcons = − 1

NHW

∑
n,h,w

∑
l∈L

Sl(Xn)(h,w,l) log(Sl̂c
(Xn)(h,w,l)). (9)

The minimization of this loss forces the semantic branch to predict classes which
are assigned to highly probable latent classes.

3.4 Discriminator Network

Our discriminator network D is a fully-convolutional network [27] with 5 lay-
ers and Leaky-ReLu as nonlinearity. It takes label probability maps from the
segmentation network or ground-truth maps as input and predicts spatial con-
fidence maps. Each pixel represents the confidence of the discriminator about
whether the corresponding pixel in a semantic label map was sampled from the
ground-truth map or the segmentation prediction. We train the discriminator
network with the help of the spatial cross-entropy loss using both labeled and
unlabeled data:

LD = −
∑
h,w

(1− yn) log(1−D(Sc(Xn))h,w) + yn log(D(Yn)h,w) (10)

where yn = 0 if a sample is drawn from the segmentation network, and yn = 1
if it is a ground-truth map. By minimizing such a loss, the discriminator learns
to distinguish between the generated and ground-truth probability maps.

4 Experiments

4.1 Implementation Details

For a fair comparison with Hung et al. [14] and Mittal et al. [28], we choose
the same backbone architecture and keep the same hyper-parameters where ap-
propriate. For the segmentation network, we use a single scale ResNet-based
DeepLab-v2 [5] architecture that is pre-trained on ImageNet [38] and MSCOCO
[26]. We branch the proposed network at the last layer by applying Atrous Spa-
tial Pyramid Pooling (ASPP) [5] two times for the semantic and latent branch.
Finally, we use bilinear upsampling to make the predictions match the initial
image size.

For the discriminator network, we use a fully convolutional network, which
contains 5 convolutional layers with kernels of the sizes 4× 4 and 64, 128, 256,
512 and 1 channels, applied with a stride equal to 2. Each convolutional layer,
except for the last one, is followed by a Leaky-ReLU with the leakage coefficient
equal to 0.2.
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Table 1. Comparison to the state-of-the-art on Pascal VOC 2012 using mIoU (%).

Fraction of annotated images

Method 1/50 1/20 1/8 1/4 1/2 Full

Hung et al. [14] 55.6 64.6 69.5 72.1 73.8 74.9

Mittal et al. [28] 63.3 67.2 71.4 - - 75.6

Proposed 59.6 68.2 71.3 72.4 73.9 75.0

Proposed + Classifier 61.8 69.3 72.2 - - 75.3

We train the segmentation network on labeled and unlabeled data jointly
with L = Llabeled + 0.1 ·Lunlabeled where the weight factor is the same as in [14].
The loss for the labeled and unlabeled data are given by

Llabeled = Lce + Llatent + 0.01 · Ladv, (11)

Lunlabeled = Lcons + 0.01 · Ladv. (12)

The weight for the adversarial loss is also the same as in [14]. By default, we
limit the number of latent classes to 20. Additional details are provided as part
of the supplementary material.

We conducted our experiments on three datasets for semantic segmenta-
tion: Pascal VOC 2012 [8], Cityscapes [6] and IIT Affordances [29]. We report
the results for the IIT Affordances dataset [29] in the supplementary material.
The Pascal VOC 2012 dataset contains images with objects from 20 foreground
classes and one background class. There are 10528 training and 1449 validation
images in total. The testing of the resulting model is carried out on the validation
set. The Cityscapes dataset comprises images extracted from 50 driving videos.
It contains 2975, 500 and 1525 images in the training, validation and test set,
respectively, with annotated objects from 19 categories. We report the results
of testing the resulting model on the validation set. As an evaluation metric, we
use mean-intersection-over-union (mIoU).

4.2 Comparison with the State-of-the-Art

PASCAL VOC 2012. On the PASCAL VOC 2012 dataset, we conducted
our experiments on five fractions of annotated images, as shown in Table 1,
where the rest of the images are used as unlabeled data. Since [14] report the
results only for the latest three fractions, we evaluate the performance of their
method for the unreported fractions based on the publicly available code. The
improvement is especially pronounced, if we look at the sparsely labeled data
fractions, such as 1/50, 1/20 and 1/8. Our method performs on par with [28]
and the leading method varies from data fraction to data fraction. However, our
approach of learning latent variables is complementary to [28] and we can also
add a classifier for refinement as in [28]. We show some qualitative results of our
method in the supplementary material.
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Table 2. Comparison to the state-of-the-art on Cityscapes using mIoU (%).

Fraction of annotated images

Method Pre-training 1/8 1/4 1/2 Full

Mittal et al. [28] 59.3 61.9 - 65.8

Proposed 61.0 63.1 - 64.9

Hung et al. [14] COCO 58.8 62.3 65.7 67.7

Proposed COCO 63.3 65.4 66.1 66.3

Table 3. Impact of the loss terms. The evaluation is performed on Pascal VOC 2012
where 1/8 of the data is labeled. Llabeled

adv denotes that the adversarial loss is only used
for the labeled images.

Loss mIoU (%)

Lce 64.1

Lce + Llatent 64.6

Lce + Llatent + Lcons 67.3

Lce + Llabeled
adv 68.7

Lce + Ladv 69.4

Lce + Llatent + Lcons + Ladv 71.3

Cityscapes. For the Cityscapes dataset, we follow the semi-supervised learn-
ing protocol that was proposed in [14]. This means that 1/8, 1/4 or 1/2 of the
training images are annotated and the other images are used without any an-
notations. We report the results in Table 2. Since [28] does not pre-train the
segmentation network on COCO, we evaluated our method also without COCO
pre-training. We outperform both [14] and [28] on all annotated data fractions.
We show some qualitative results of our method in the supplementary material.

4.3 Ablation Experiments

In our ablation experiments, we evaluate the impact of each loss term. Then we
examine the impact of the number of latent classes and show that they form
meaningful supercategories of the semantic classes. Finally, we show that the
learned latent classes outperform supercategories that are defined by humans.

Impact of the loss terms. For analyzing the impact of the loss terms Lce (1),
Ladv (2), Llatent (3), and Lcons (9), we use the Pascal VOC 2012 dataset where
1/8 of the data is labeled. The results for different combinations of loss terms
are reported in Table 3.

We start using only the entropy loss Lce since this loss is always required. In
this setting only the semantic branch is used and trained only on the labeled data.
This setting achieves 64.1% mIoU. Adding the latent loss Llatent improves the
performance by 0.5%. In this setting, the semantic and latent branch are used,
but they are both only trained on the labeled data. Adding the consistency loss
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Lcons boosts the accuracy by 2.7%. This shows that the latent branch provides
additional supervision for the semantic branch on the unlabeled data.

So far, we did not use the adversarial loss Ladv. When we add the adversarial
loss only for the labeled data Llabeled

adv to the entropy loss Lce, the performance
grows by 4.6%. In this setting, only the labeled data is used for training. If we
use the adversarial loss also for the unlabeled data, the accuracy increases by
0.7%. This shows that the adversarial loss improves semi-supervised learning,
but the gain is not as high compared to additionally using the latent branch
to supervise the semantic branch on the unlabeled data. In this setting, all loss
terms are used and the accuracy increases further by 1.9%. Compared to the
entropy loss Lce, the proposed loss terms increase the accuracy by 7.2%.

Impact of number of latent classes. For our approach, we need to specify
the maximum number of latent classes. While we used by default 20 in our
previous experiments, we now evaluate it for 2, 4, 6, 10, and 20 latent classes on
Pascal VOC 2012 with 1/8 of the data being labeled. The results are reported in
Table 4. The performance grows monotonically with the number of latent classes
reaching its peak for 20.

In the same table, we also report the number of effective latent classes. We
consider a latent class l to be effectively used at threshold t, if P (l|c) > t for at
least one semantic class c. We report this number for t = 0.1 and t = 0.9. The
number of effective latent classes differs only slightly for these two thresholds.
This shows that a latent class typically either constitutes a supercategory of at
least one semantic class or it is not used at all. We observe that until 10, all
latent classes are used. If we allow up to 20 latent classes, only 14 latent classes
are effectively used. In practice, we recommend to set the number of maximum
latent classes to the number of semantic classes. The approach will then select
as many latent classes as needed. Although we assume that the number of latent
classes is less or equal to the number of semantic classes, we also evaluated the
approach for 50 latent classes. As expected, the accuracy drops but the approach
remains stable. The number of effectively used latent classes also remains at 14.
In practice, this setting should not be used since it violates the assumptions of
the approach and can lead to unexpected behavior in some cases.

To see if a semantic class is typically mapped to a single latent class, we plot
P (l|c) for inference on Pascal VOC 2012 as well as on Cityscapes and show the
results in Figure 3(a) and Figure 3(b), respectively. Indeed, the mapping from
semantic classes to latent classes is very sparse. Typically, for each semantic
class c, there is one dominant latent class l, i.e., P (l|c) > 0.9. If the number of
latent classes increases to 20, some of the latent classes are not used. On Pas-
cal VOC 2012, similar categories like cat and dog or cow, horse, and sheep are
grouped. Some groupings are based on the common background like aeroplane
and bird. The grouping bicycle, bottle, and dining table combines the most diffi-
cult classes of the dataset. However, we observed that there are small variations
of the groupings for different runs when the number of latent classes is very small.
On Cityscapes with 20 latent classes, the semantic classes pole, traffic light, and
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Table 4. Impact of the number of latent classes. The evaluation is performed on Pascal
VOC 2012 where 1/8 of the data is labeled. A latent class l is considered effective, if
there exists a semantic class c so that P (l|c) > t. The third column shows this number
for t = 0.1 and the fourth for t = 0.9.

Effective latent classes

Max. latent classes mIoU (%) t = 0.1 t = 0.9

2 69.7 2 2

4 70.2 4 4

6 70.3 6 6

10 70.7 10 10

20 71.3 16 14

50 70.8 18 14

(a) P (l|c) on Pascal VOC 2012 for 10
and 20 latent classes

(b) P (l|c) on Cityscapes for 10 and 20
latent classes.

Fig. 3. The distribution of latent classes for both datasets is pretty sparse, essentially
the latent classes form supercategories of semantic classes that are similar in appear-
ance. The grouping bicycle, bottle, and dining table for 10 latent classes seems to be
unexpected, but due to the low number of latent classes the network is forced to group
additional semantic classes. In this case, the network tends to group the most difficult
classes of the dataset. In case of 20 latent classes, the merged classes are very intuitive,
but not all latent classes are effectively used.

traffic sign; person, rider, motorcycle, and bicycle; wall and fence; truck, bus,
and train are grouped together. These groupings are very intuitive.

Comparison of learned latent classes with manually defined latent
classes. Since the latent classes typically learn supercategories of the seman-
tic classes, the question arises if the same effect can be achieved with manually
defined supercategories. In this experiment, the latent classes are replaced with
10 manually defined supercategories. More details regarding these supercate-
gories are provided in the supplementary material. In this setting, the latent
branch is trained to predict these supercategories on the labeled data using the
cross-entropy loss. For unlabeled data, everything remains the same as for the
proposed method. We report the results in Table 5. The performance using the
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Table 5. Comparison of learned latent classes with manually defined latent classes.
The evaluation is performed on Pascal VOC 2012 where 1/8 of the data is labeled.
In case of learned latent classes, the second column reports the maximum number of
latent classes. In case of manually defined latent classes, the exact number of classes is
reported.

Method Classes mIoU (%)

Manual 10 69.0

Learned 10 70.7

Semantic classes 21 68.5

Semantic classes (KL) 21 69.1

Learned 20 71.3

supercategories is only 69.0%, which is significantly below the proposed method
for 10 latent variables.

Another approach would be to learn all semantic classes instead of the latent
classes in the latent branch. In this case, both branches learn the same semantic
classes. This gives 68.5%, which is also worse than the learned latent classes.
If both branches predict the same semantic classes, we can also train them
symmetrically. Being more specific, on labeled data they are both trained with
the cross-entropy loss as well as the adversarial loss. On unlabeled data, we apply
the adversarial loss to both of them and use the symmetric KullbackLeibler
divergence (KL) as a consistency loss. This approach performs better, giving
69.1%, but it is still inferior to our proposed method. Overall, this shows the
necessity to learn the latent classes in a data-driven way.

5 Conclusion

In this work, we addressed the task of semi-supervised semantic segmentation,
where a small fraction of the data set is labeled in a pixel-wise manner, while
most images do not have any types of labeling. Our key contribution is a two-
branch segmentation architecture, which uses latent classes learned in a data-
driven way on labeled data to supervise the semantic segmentation branch on
unlabeled data. We evaluated our approach on the Pascal VOC 2012 and the
Cityscapes dataset where the proposed method achieves state-of-the-art results.
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